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**INTRODUCTION**

Web scraping using website Cars24 and data of scraped price of a used car is a challenging task, due to the many factors that drive a used vehicle’s price on the market. The focus of this project is developing machine learning models that can accurately predict the price of a used car based on its features, in order to make informed purchases. We implement and evaluate various learning methods on a dataset consisting of the sale prices of different makes and models across cities in the India. Our results show that Random Forest model and K-Means clustering with linear regression yield the best results, but are compute heavy. Conventional linear regression also yielded satisfactory results, with the advantage of a significantly lower training time in comparison to the aforementioned methods.

Because of new computing technologies, machine learning today is not like machine learning of the past. It was born from pattern recognition and the theory that computers can learn without being programmed to perform specific tasks; researchers interested in artificial intelligence wanted to see if computers could learn from data. The iterative aspect of machine learning is important because as models are exposed to new data, they are able to independently adapt. They learn from previous computations to produce reliable, repeatable decisions and results.

* Business Problem Framing

Car has become basic requirement of every person in this fast and dynamic world. It’s a science that’s not new – but one that has gained fresh momentum. While there is

an end number of applications of machine learning in real life one of the most prominent applications is the prediction problems. There are various topics on which the prediction can be applied. One such application is what this project is focused

upon. Websites recommending items you might like based on previous purchases are using machine learning to analyse your buying history – and promote other items you'd be interested in. This ability to capture data, analyse it and use it to personalize

a shopping experience (or implement a marketing campaign) is the future of retail. The requirement of model building is to predict the price of car in accordance with variable and how the variable describe the car and help people to purchase used cars.

* Conceptual Background of the Domain Problem

Used cars selling more than new cars in India! To be world’s third largest market.

**More consumers are looking at second-hand entry-level cars as opposed to buying new cars,**

**this has taken a major chunk out of new car sales. A trend that is expected to grow even more!**

Estimating the sale prices of used cars is one of the basic project in Data Science. By finishing this article, i will be able to predict continuous variables using various types of linear regression algorithm: (Linear regression is an algorithm used to predict values

that are continuous in nature. It became more popular because it is the best algorithm to start with if you are a newbie to ML.)

Technical Requirements:

• Scraped data contains over 3k entries each having various variables.

• Data contains Null values. Data treatment using domain knowledge, understanding.

• Extensive EDA has to be performed to gain relationships of important variable and price.

• Data contains numerical as well as categorical variable, handle them accordingly.

• Machine Learning models, apply regularization and determine values of Hyper Parameters.

• You need to find important features which affect the price positively or negatively.

• Two datasets are being provided (test.csv, train.csv), train model on train.csv dataset and predict on test.csv file.

* Review of Literature

The various applications and methods which inspired us to build our project. We did a background survey regarding the basic ideas of our project and used those ideas for the collection of information like the technological stack, algorithms, and shortcomings of our project which led us to build a better project. **CARS24** is web platform used for by me to scrape data for used car. Cars24 is a web

platform where seller can sell their used car. It is an Indian Start-up with a simplified user interface which asks seller parameters like car model, kilometres travelled, year of registration and vehicle type (petrol, diesel, Petrol+LPG, Petrol+CNG). These allow the web model to run certain algorithms on given parameters and predict the price.

Vehicle Price: Get Vehicle Price just on android app or website which works on similar parameters as of Cars24. This app predicts vehicle prices on various parameter like Location**,** Model, Price and kilometres travelled. This app uses a machine learning

approach to predict the price of a car, on the basis of fuel type petrol, diesel, electric vehicle or hybrid vehicle. App can predict the price of any vehicle because of the smartly optimized algorithm.

* Motivation for the Problem Undertaken

Deciding whether a used car is worth the posted price when you see listings online can be difficult. Several factors, including mileage, make, model, year, etc. can influence the actual worth of a car. From the perspective of a seller, it is also a dilemma to price a used car appropriately [2-3]. Based on existing data, the aim is to use

machine learning algorithms to develop models for predicting used car prices.

**Analytical Problem Framing**

* Mathematical/ Analytical Modeling of the Problem

I am working with the used car price dataset that contains various features and information about the cars and its sale price. Using the scraped data in form of *‘read\_csv’* function provided by the Pandas package, which can import the data into our python environment.

After importing the data, I have used the ‘head’ function to get a glimpse of our dataset. Data has been scraped from website Cars24.

• As used car are growing in market and there is huge demand for it, because car has become one of the fundamental essential of every human

• Hence the reason for continuous research in this sector. This project simply examines a dataset, which consists 5000+ observations and 10 features that contribute to the sale price

of the cars. Dataset was cleaned and transformed and some explorations were done on it to answer some basic questions that anybody would like to ask about cars.

• Our dataset is ready in the right form with the right variables to be used in the algorithms, which results in improved model accuracy. Different ensemble algorithms were used on the

dataset in this project. The overall result of this project shows that the most important variables that determine the price of a car being sold.
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* Data Sources and their formats

The dataset has been scraped from website Cars24 this data is only for academic use, not for any commercial.

• The dataset describe data related to cars with 3000+ records.

• The dataset is in csv. Format which contains train and test data.

• This dataset is to use simply examines data, which consists 3000+ observations and 10 features for model predication.

• The dataset is in both numerical as well as categorical data..

* Data Preprocessing Done

In order to get a better understanding of the data, we plotted a histogram of the data. We noticed that the dataset had many outliers, primarily due to large price sensitivity of used cars. Typically, models that are the latest year and have low mileage sell for a premium, however, there were many data points that did not conform to this. This is because accident history and condition can have a significant effect on the car’s price. Since we did not have access to vehicle history and condition, we pruned our dataset to three standard deviations around the mean in order to remove outliers. We converted the Make, Model and State into one-hot vectors. Since we had over 5000+ cars in the dataset, we replaced the string representing the city with a boolean which was set if the population of the city was above a certain threshold i.e. a major city were the steps followed for the cleaning of the data? What were the assumptions done and what were the next actions steps over that?

* Data Inputs- Logic- Output Relationships
* **Exploratory Data Analysis (*EDA*)**

o This section shows the exploration done on the dataset, which is what motivated the use of the algorithm. The following are the questions explored in this project and for the sake of writing I will only show some of the visuals

here while I will provide the codes that shows the full visualization of all the questions explored.

o Is there a significant relationship between sale price and car model? It was used to check for this and we can see that there is a relationship between how much old cars are and how much is its selling price.

o There are two primary phases in the system: 1. Training phase: The system is trained by using the data in the data set and fits a model (line/curve) based on the algorithm chosen accordingly.

2. Testing phase: the system is provided with the inputs and is tested for its working. The accuracy is checked. And therefore, the data that is used to train the model or test it, has to be appropriate. The system is designed to detect

and predict price of used car and hence appropriate algorithms must be used to do the two different tasks. Before the algorithms are selected for further use, different algorithms were compared for its accuracy. The well-suited one for the task was chosen.

Steps :

* Importing the required packages into our python environment
* Importing the car price data and do some EDA on it
* Data Visualization on the car price data
* Feature Selection & Data Split
* Modelling the data using the algorithms
* Evaluating the built model using the evaluation metrics

* State the set of assumptions (if any) related to the problem under consideration

Finally, we conclude which model is best suitable for the given case by evaluating each

of them using the evaluation metrics provided by the scikit-learn package. This model will help to decide the car price prediction.

This model shows the Used cars selling more than new cars in India & largest market.

Hardware and Software Requirements and Tools Used

Listing down the hardware and software requirements along with the tools, libraries and packages used.

Windows 10 64bit

Anaconda 2021 / Python version – Python 3.9.5

Software: Jupyter notebook, Python, Panda library, NumPy library, Matplotlib library,

Seaborn library

**Python**: Python is a general-purpose, and high-level programming language which is best known for its efficiency and powerful functions. Its ease to use, which makes it more accessible. Python provides data scientists with an extensive number of tools and packages to build machine learning models. One of its special features is that we can build various machine learning with less-code.

**Matplotlib** is a plotting library for the Python programming language and its numerical mathematics extension NumPy.

**Seaborn** is a library for making statistical graphics in Python. It builds on top of matplotlib and integrates closely with pandas’ data structures. Seaborn helps you explore and understand your data

**NumPy** is a general-purpose array-processing package. it provides a high-performance multidimensional array object and tools for working with these arrays. It is the fundamental package for scientific computing with Python. Besides its obvious scientific uses, NumPy can also be used as an efficient multi-dimensional container of generic data. Arbitrary data-types can be defined using Numpy which allows NumPy to seamlessly and speedily integrate with a wide variety of databases.

**Scikit**-**learn** provides a range of supervised and unsupervised learning algorithms via a consistent interface in Python. It is licensed under a permissive simplified BSD license and is distributed under many Linux distributions, encouraging academic and commercial use. The library is built

**Jupyter** notebook: The Jupyter Notebook is an open-source web application that allows you to create and share documents that contain live code, equations, visualizations, and narrative text. It includes data cleaning and transformation, numerical simulation, statistical modelling, data visualization, machine learning.

The Jupyter Notebook is an open-source web application that allows you to create and share documents that contain live code, equations, visualizations and narrative text. It includes data cleaning and transformation, numerical simulation, statistical modeling, data visualization, machine learning, and much more

**Model/s Development and Evaluation**

* Identification of possible problem-solving approaches (methods)

Identification of possible problem-solving approaches (methods). The factors need to be found which can impact the used car price. This can be done by analysing the Various factors and the stores the respondent prefers. This will be done by checking each of the factors impacts the respondents in decision making

* Testing of Identified Approaches (Algorithms)

We utilized several classic and state-of-the-art methods, including ensemble learning techniques, with a 90% - 10% split for the training and test data. To reduce the time required for training, we used over 5 thousand examples from our dataset. Linear Regression, Random

Forest and Gradient Boost were our baseline methods. For most of the model implementations, the open-source Scikit-Learn package was used.

**Linear Regression**: Linear Regression was chosen as the first model due to its simplicity and comparatively small training time. The features, without any feature mapping, were used directly as the feature vectors. No regularization was used since the results clearly showed low variance.

• **Random Forest**: Random Forest is an ensemble learning based regression model. It uses a model called decision tree, specifically as the name suggests, multiple decision trees to generate the ensemble model which collectively produces a prediction. The benefit of this

model is that the trees are produced in parallel and are relatively uncorrelated, thus producing

good results as each tree is not prone to individual errors of other trees. This uncorrelated behaviour is partly ensured by the use of Bootstrap Aggregation or bagging providing the

randomness required to produce robust and uncorrelated trees. This model was hence chosen to account for the large number of features in the dataset and compare a bagging technique with the following gradient boosting methods.

• **Decision Tree**: This is one of my favourite algorithm and I use it quite frequently. It is a type of supervised learning algorithm that is mostly used for the classification problems. Surprisingly it works for both categorical and continuous dependent variables. In this

algorithm, we split the data into two or more homogeneous sets.

• **Gradient Boost**: Gradient Boosting is another decision tree based method that is generally described as “a method of transforming weak learners into strong learners”. This means that like a typical boosting method, observations are assigned different weights and based on certain metrics, the weights of difficult to predict observations are increased and then fed into another tree to be trained. In this case the metric is the gradient of the loss function. This model was chosen to account for non-linear relationships between the features and predicted price, by splitting the data into 100 regions.

• **KNN**: In order to capitalize on the linear regression results and the apparent categorical linearity in the data as indicated, an ensemble method which used KMeans clustering of the features and linear regression on each cluster was used. Due to large training time, a threecluster model was used. Then, the dataset was classified into these three clusters and passed through a linear regressor trained on each of the three training sets

* Run and Evaluate selected models

**Important package required**

• Our primary packages for this project are going to be pandas for data processing, NumPy to work with arrays, matplotlib & seaborn for data visualizations, and finally scikit-learn for building an evaluating our ML model.

Compared to Linear Regression, most Decision-Tree based methods perform comparably well. This can be attributed to the apparent linearity of the dataset. We believe that It can also be attributed to the difficulty in tuning the hyper-parameters for most gradient boost methods

* Key Metrics for success in solving problem under consideration

Using the sklearn.metrics I have calculated Adjusted R2 squared ,Mean Absolute Error (MAE),Mean Squared Error (MSE),Root Mean Squared Error (RMSE)

• Using Hyper-parameter : model parameters are estimated from data automatically and model hyper-parameters are set manually and are used in processes to help estimate model and Grid search is a basic method for hyper-parameter tuning. It performs an

exhaustive search on the hyper-parameter set specified by users.

* Using cross-validation for evaluating ML models by training

several ML models on subsets of the available input data and evaluating on the complementary subset of the data. Use cross-validation to detect overfitting,

* Visualizations
* Interpretation of the Results
* o In this research, two experiments were performed, the first experiment was collecting data using all the variables available in the dataset after pre-processing, while the second experiment was conducted using most important variables and the goal of this

is to be able to improve the model's performance using fewer variables.

o There requirement of train and test and building of many models to get accuracy of the model.

o There are multiple of matric which decide the best fit model like as : R-squared ,RMSE value, VIF, CDF & PDF Z-score and etc.

o Database helped in making perfect model and will help in understanding Indian market of used Cars

**CONCLUSION**

* Key Findings and Conclusions of the Study

The increased prices of new cars and the financial incapability of the customers to buy them, Used Car sales are on a global increase. Therefore, there is an urgent need for a Used Car Price

Prediction system which effectively determines the worthiness of the car using a variety of features. The proposed system will help to determine the accurate price of used car price prediction. This paper compares different algorithms for machine learning.

Future Analysis : In future this machine learning model may bind with various website which can provide real time data for price prediction. Also we may add large historical data of car price which can help to improve accuracy of the machine learning model. We can build an android app as user interface for interacting with user. For better performance, we plan to

judiciously design deep learning network structures, use adaptive learning rates and train on clusters of data rather than the whole dataset and can filter or add data as per the costumer’s

requirements. India will be the biggest market for the used cars, used car market in India has been the center of attention in the slow growing automotive industry in India. In the last year, demand for used cars has soared with over 42 lakh buyers (Source: CRISIL).

• The report in “The Indian Express” also quotes a study by the consulting firm Mckinsey, that indicates continued growth in the used-car segment with India projected to be the 3rd largest

market for used-cars by 2021..

* Learning Outcomes of the Study in respect of Data Science

Any aspiring young buyer is likely to go for a second-hand car like a used Maruti WagonR or a used Alto instead of a new cars.

• The trend in the used car market in terms of buyer preference and requirements mimic the trend in the new car market. However, buyers are more likely to experiment with brands in the used car segment. It is not the case with new cars. Maruti Suzuki though has always been the top choice of used car buyers and also enjoys a majority market share in the new car market.

* Report says that even though India has seen immense growth in the used car market, there is still potential for future growth through the organized sector since in mature markets like the US and Europe the ratio of new cars to old cars stand at 1:3. All in all, the Indian used car market seems to be heading in the right direction.
* Limitations of this work and Scope for Future Work
* About used car industry: It is the huge industry and the data given is quite small but for getting a start and for the decision making the data is quite sufficient. In this industry there is always open opportunities to get start. There are different raw data are available for real estate and applying data science to it, will move this industry at a next level.

• We can get the understanding of past, present and the future market of used cars. Today in fast moving world this could be a great investment for business. To beat the market there is

requirement to understanding the value of data science in the field of real estate. Data can bedriven and it will open opportunity for the costumer as well as the seller